
中国科学技术大学 2025 年 6 月 21 日 8:30 - 10:30

2025春计算物理B期末考试
一、蒙特卡洛抽样（10 分，每题 5 分）

1. 利用线性同余法生成随机数序列，参数 𝑎 = 5, 𝑐 = 3,𝑚 = 32，初始值 𝑥0 = 6，写出前三

个数 𝜉1, 𝜉2, 𝜉3；

2. 考虑 Metropolis 方法生成正态分布序列：

𝑓(𝑥) = 1√
2𝜋

e−
𝑥2
2 .

初始值取 𝑥0，试探区间 [𝑥𝑖 − 𝛿, 𝑥𝑖 + 𝛿]，𝛿 = 2. 利用 (1) 生成的随机数 𝜉1 进行试探，𝜉2
决定是否接受.

二、蒙特卡洛抽样（15 分，每题 5 分）

考虑分布函数：

𝑓(𝑥) = 3𝑥2, 𝑥 ∈ [0, 1].

1. 直接抽样抽取 𝑓(𝑥) 的样本，写出抽样步骤或画出流程图；

2. 利用第一类舍选法进行抽样，写出抽样步骤或画出流程图；

3. 将第一类舍选法的对象推广到 𝑓(𝑥) = 𝑛𝑥𝑛−1, 𝑥 ∈ [0, 1]. 证明：抽取的对象可以写为

𝜂 = max(𝜉1, ⋯ , 𝜉𝑛)，其中 𝜉𝑖 ∈ [0, 1] 是随机数，𝑖 = 1, 2,⋯𝑛.
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三、有限差分法（10 分，每题 5 分）

考虑微分方程：

⎧{
⎨{⎩

𝑢″(𝑥) = 2, 𝑥 ∈ [0, 1],
𝑢(0) = 0, 𝑢(1) = 1.

1. 将微分方程离散化，取步长 ℎ = 1
2 . 写出离散后的差分方程并求出数值解；

2. 已知方程的解析解为 𝑢(𝑥) = 𝑥2，计算 𝑥 = 1
2 处数值解与解析解之间的误差. 若步长改

为 ℎ = 1
3，误差是否有变化？说明原因.

四、有限元法（15 分，每题 5 分）

考虑微分方程：

⎧{
⎨{⎩

d2𝑢
d𝑥2 = 1, 𝑥 ∈ [0, 1],

𝑢(0) = 𝑢(1) = 0.

利用有限元素法进行求解，已知微分方程对应的泛函写为：

𝐼 = ∫
1

0
[1
2 (d𝑢

d𝑥)
2
+ 𝑢] d𝑥.

将区间平均分为四格，即 Δ𝑥 = 1
4 .

1. 进行元素内线性插值，写出 𝑢(𝑥) 与 𝑢′(𝑥)；

2. 写出每个元素内的子泛函；

3. 求总泛函的泛函极值，以此写出节点的函数值 𝑢(0.25), 𝑢(0.5), 𝑢(0.75).
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五、分子动力学（25 分）

1. 对于微正则系综进行分子动力学模拟，写出速度 Verlet 算法中位置与速度的递推公式；

2. 考虑二维平面内的分子动力学模拟，平面尺寸为 10 × 10，分为 100 个小格. 两个粒子

分别位于 𝐴(2, 3) 和 𝐵(3, 4)，且初始速度均为 0. 假设粒子质量为 1，粒子间相互作用为

Lennard-Jones 势，参数设为 𝜀 = 𝜎 = 1. 取时间步长为 Δ𝑡 = 0.1，求一步之后 𝐵 的位置

与速度.

LJ 势下两个粒子 𝑖, 𝑗 之间 𝑖 的受力在 𝑥 方向上的分量可以写为：

𝐹𝑖,𝑥 = 48(𝑥𝑖 − 𝑥𝑗) (
𝜀
𝜎2)[( 𝜎

𝑟𝑖𝑗
)

14
− 1

2 ( 𝜎
𝑟𝑖𝑗

)
8
] .

3. 在考虑下面基团的相互作用时，记 C𝛼 原子为’marker’ 原子. 比较’marker’ 原子之间的

距离与截断距离，判断是否需要考虑基团之间的相互作用. 这种操作可能带来什么问题？

如何解决？

4. 分子动力学模拟 (MD) 与蒙特卡洛模拟 (MC) 是两种不同的模拟方式，有各自的优缺点.
考虑一种结合 MD 与 MC 的模拟方式：在进行一个时间步长的 MD 后，利用 Metropolis
方法判断是否接受这一步，再进行下一步 MD. 试与 MD 和 MC 的特点比较，写出这种

模拟可能存在的优点与缺点.

5. 为什么在现实的分子动力学模拟中常常将时间步长设置为 1fs？实验中，往往通过“增加”

氢原子质量来增加时间步长，这么做的依据是什么？
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六、机器学习（25 分）

1. 判断题（5 分）

（1）决策树输入数据前要对数据进行归一化/标准化.
（2）集成多个线性分类器也无法进行非线性分类.
（3）Sigmoid 函数容易使梯度消失.
（4）回归算法给出连续输出，分类算法给出离散输出.
（5）L1 正则化用于特征选择.

2. 填空题（10 分）

（1）写出三个降维的方法： ▴ 、 ▴ 、 ▴ .
（2）BP 预测中误差传递的顺序为 ▴ 层、 ▴ 层、 ▴ 层.
（3）(a) 增大正则化系数；(b) 添加新特征；(c) 增加训练集；(d) 增大模型复杂度.

四个操作中用于处理欠拟合的是 ▴ ；用于处理过拟合的是 ▴ .
（4）机器学习中模型、 ▴ 、 ▴ 和模型评估方法是机器学习的核心

要素.

3. 下图体现了机器学习中的核心原则，试对此做出解释，并阐述集成学习的优势.

注：原试卷上没有标明 Test Set 和 Training Set，只标注了 Bias 和 Variance.

4. 利用聚合聚类对下面数据进行聚类. 采用欧式距离衡量样本间的相似性，最小距离衡量

待合并的两类间的相似性。

P1 P2 P3 P4 P5 P6
X 3 1 7 5 7 6
Y 2 3 2 6 5 6
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